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SUMMARY

In recent years model-based clustering has appeared in the statistics literature
with increased frequency. Typically data are clustered using some assumed mixture
modeling structure and the parameters associated with these models are usually es-
timated using some variant of the EM algorithm.

Model-based clustering techniques based on the Gaussian mixture model has re-
ceived particular attention. An eigenvalue decomposition of the group covariance
matrices for the Gaussian mixture model can be exploited to give a wide range of
covariance structures. The resulting family of models (MCLUST) is reviewed, along
with the related variable selection technique.

A family of parsimonious Gaussian mixture models (PGMMs) that use a latent
Gaussian model which is closely related to the factor analysis model is also introduced.
These models provide a unified modeling framework which includes the mixture of
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probabilistic principal component analyzers and mixture of factor of analyzers models
as special cases.

The MCLUST, variable selection and PGMM techniques are then applied to data
on chemical and physical properties of Italian wines and data on biological measure-
ments on crabs, where the models give good clustering results. Clustering perfor-
mance across the techniques is compared using the Rand and adjusted Rand indices.

Finally, work-in-progress on the creation of a family of mixture models for longi-
tudinal data is outlined and demonstrated on data on the weights of rats on three
different diets. These models give good clustering performance and have excellent
potential for further development.
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ABOUT THE SPEAKER

Paul McNicholas received his education at Trinity Col-
lege Dublin, where he received a B.A. in Mathematics
(1999), an M.Sc. in High Performance Computing (2007)
and a PhD in Statistics (2007). Since July 2007, he has
been an assistant professor of statistics at the University
of Guelph. Dr. McNicholas’ main research focus to date
has been on families of mixture models and model-based
clustering techniques. He has also done some work on
data-mining techniques, in particular association rules.
Dr. McNicholas is also interested in computational statis-
tics and high performance computing.

MORE SEMINAR INFORMATION

A list of recent and upcoming seminars is available at
http://www.math.mcmaster.ca/canty/seminars

For further information please contact Angelo Canty at 905-525-9140 ext. 27079,
email: cantya@mcmaster.ca.
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